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Problem Statement

e Processing events received from the headsets
e Device metadata available in our Database backend
e Enrich events with the metadata (location)

e Metadata size less than 1 MB
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Side Inputs - Issues

e Upon deployment we started seeing issues

e Errors messages

o "Error message from worker: generic::data_loss: SDK claims to have processed 90959 but

should have processed 90077 elements”

e Dataflow pipeline autoscaled workers
e Worsening data freshness

e Pipeline not successfully draining
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Stateful Dofn - Approach

e Group events by device id

e Using stateful Dofn to read location metadata
from Datastore

e Append the metadata to the events

e Refresh the state every 1 hour
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Stateful Dofn - Issues

e Noticed major bottle neck at the stateful dofn step

e Increased data freshness from that step

e Rewindowing to global windows and fixed windows could possible issues
downstream
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Shared cache - One that worked!
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Sample code

e Hereisthe with the sample code
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https://github.com/amruta-d/shared_instance_beam
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Thank Youl

Let’'s connect!
iR https://www.linkedin.com/in/adeshmuk/

[¥) : https://aithub.com/amruta-d
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